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Random Error

Confounding

Information bias (misclassification)

Selection bias

Bias in analysis & inference

Reporting & publication bias

Bias in knowledge use

The long road to causal inference 
(the “big picture”)

RRcausal
“truth”
[counterfactual]

RRassociation
the long road to causal 

inference…
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Error

Systematic errorRandom error

Information 
bias

Selection bias

Errors in epidemiological inference

Confounding

BIAS

“Bias is any process at any stage of inference which tends to produce results or 
conclusions that differ systematically from the truth” – Sackett (1979)

“Bias is systematic deviation of results or inferences from truth.” [Porta, 2008]

PRECISION: 
defined as relative 

lack of random 
error

VALIDITY: defined as 
relative absence of bias 

or systematic error



The key biases we look for when we read a 
paper, depends on the study design

■ Sources of bias in 
RCTs:
❑ Improper randomization
❑ Lack of blinding
❑ Attrition

■ Sources of bias in 
case-control studies
❑ How were cases and 

controls selected?
❑ Was information collected 

using same methods in both 
cases and controls?

❑ Was confounding 
addressed?
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We have critical appraisal worksheets 
for each study design

5https://www.teachepi.org/teaching-resources/worksheets/

https://www.teachepi.org/teaching-resources/worksheets/


Every single epidemiological study 
will have bias: we can try and reduce 
the amount & adjust for it in our 
analyses
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Selection 
Bias

@EpiEllie
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Sampling: recruited residents of Santa Clara county through 
ads on Facebook.

Potential for selection bias:

-Recruiting through Facebook likely attracted people with 
COVID-19–like symptoms who wanted to be tested (the 
‘worried well’), boosting the apparent positive rate. 
-The study also had relatively few participants from 
low-income and minority populations
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https://www.the-scientist.com/news-opinion/how-not-to-do-an-antibody-survey-for-sars-cov-2-67488

https://www.the-scientist.com/news-opinion/how-not-to-do-an-antibody-survey-for-sars-cov-2-67488


10
https://scroll.in/latest/968224/coronavirus-nearly-15-indias-population-may-ha
ve-antibodies-shows-private-lab-data

“We have not chosen whom to test, we 
have only tested those who wanted it. 80% 
was the requirement of the corporates, 15 
percent was the requirement of residential 
societies and 5% was the demand of 
individuals.”

https://scroll.in/latest/968224/coronavirus-nearly-15-indias-population-may-have-antibodies-shows-private-lab-data
https://scroll.in/latest/968224/coronavirus-nearly-15-indias-population-may-have-antibodies-shows-private-lab-data
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Now lets define selection bias

■ “Distortions that result from procedures used to select 
subjects and from factors that influence participation in 
the study.”

■ Porta M. A dictionary of epidemiology. Oxford, 2008.

■ Defining feature:
❑ Selection bias occurs at:

■ the stage of recruitment of participants
■ and/or during the process of retaining them in the study

❑ Difficult to correct in the analysis, although one can do sensitivity 
analyses

Who gets picked for a study, who refuses, who agrees, who stays in a 
study, and whether these issues end up producing a “skewed” sample that 
differs from the target [i.e. biased study base].
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Diseased

Exposed

+              -

+

-

REFERENCE 
POPULATION
(source pop)

STUDY SAMPLE

Unbiased Sampling

Jeff Martin, UCSF

Sampling fractions
appear similar for all
4 cells in the 2 x 2 table
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Selection bias occurs when selection probabilities are 
influenced by exposure or disease status

Szklo & Nieto. Epidemiology: Beyond the Basics. 2007
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Diseased

Exposed

+              -

+

-

REFERENCE 
POPULATION

STUDY SAMPLE

Biased sampling: Worried well might have a higher 
probability of being included

Jeff Martin, UCSF

Exposed and healthy
group has a higher
probability of being
included in the study:
this leads to imbalance 
and bias
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Selection bias in randomized 
controlled trials

■ Examples:
❑ Bias due to lack of allocation concealment

■ RCT on thrombolysis with alternating day allocation 
■ RCT comparing open versus laparoscopic 

appendectomy
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■ The trial ran smoothly during the day. At night, however, the 
attending surgeon's presence was required for the laparoscopic 
procedure but not the open one; and the limited operating room 
availability made the longer laparoscopic procedure an annoyance. 

■ Reluctant to call in a consultant, and particularly reluctant with 
specific senior colleagues, the residents sometimes adopted a 
practical solution. When an eligible patient appeared, the residents 
checked the attending staff and the lineup for the operating room 
and, depending on the personality of the attending surgeon and the 
length of the lineup, held the translucent envelopes containing 
orders up to the light. As soon as they found one that dictated an 
open procedure, they opened that envelope. The first eligible 
patient in the morning would then be allocated to a laparoscopic 
appendectomy group according to the passed-over envelope.

■ If patients who presented at night were sicker than those who 
presented during the day, the residents' behavior would bias the 
results against the open procedure.

■ This story demonstrates that if those making the decision about 
patient eligibility are aware of the arm of the study to which the 
patient will be allocated --if randomization is unconcealed 
(unblinded or unmasked)-- they may systematically enroll sicker-- or 
less sick-- patients to either treatment or control groups. 

■ This behavior will defeat the purpose of randomization and the 
study will yield a biased result.  

Guyatt et al. Users guides to the medical literature. AMA Press, 2002: page 269.
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Selection bias in cohort studies
■ Sources:

❑ Bias due to a non-representative “unexposed” group
■ Key question: aside from the exposure status, are 

the exposed and unexposed groups comparable?
❑ Bias due to non-response

■ More likely if non-response is linked to exposure 
status (e.g. smokers less likely to respond in a study on 
smoking and cancer)

❑ Bias due to attrition (withdrawals and loss to follow up)
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Healthy User and Healthy Continuer Bias: 
HRT and CHD

■ HRT was shown to reduce coronary heart disease (CHD) in women in 
several observational studies

■ Subsequently, RCTs showed that HRT might actually increase the risk of 
heart disease in women

■ What can possibly explain the discrepancy between observational and 
interventional studies?
❑ Women on HRT in observational studies were more health conscious, thinner, and 

more physically active, and they had a higher socioeconomic status and better 
access to health care than women who are not on HRT

❑ Self-selection of women into the HRT user group could have generated 
uncontrollable confounding and lead to "healthy-user bias" in observational 
studies. 

❑ Also, individuals who adhere to medication have been found to be healthier than 
those who do not, which could produce a "compliance bias” [healthy user bias]

Michels et al. Circulation. 2003;107:1830 



19

Selection bias in case-control studies

■ Sources:
❑ Bias in selection of cases

■ Cases are not derived from a well defined study base (or 
source population)

❑ Bias in selection of controls
■ Controls should provide an unbiased sample of the 

exposure distribution in the study base
■ Control selection is a more important issue than case 

selection!
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Selection bias in case-control studies

MacMahon et al. N Engl J Med. 1981 Mar 12;304(11):630-3

Controls in this study were selected from a group of patients hospitalized by the same physicians who 
had diagnosed and hospitalized the cases' disease. The idea was to make the selection process of cases 
and controls similar. It was also logistically easier to get controls using this method. However, as the 
exposure factor was coffee drinking, it turned out that patients seen by the physicians who diagnosed 
pancreatic cancer often had gastrointestinal disorders and were thus advised not to drink coffee (or had 
chosen to reduce coffee drinking by themselves). So, this led to the selection of controls with higher 
prevalence of gastrointestinal disorders, and these controls had an unusually low odds of exposure 
(coffee intake). These in turn may have led to a spurious positive association between coffee intake and 
pancreatic cancer that could not be subsequently confirmed.
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Cancer         No cancer            

coffee

no 
coffee

SOURCE 
POPULATION

STUDY SAMPLE

Case-control Study of Coffee and Pancreatic 
Cancer: Selection Bias

Jeff Martin, UCSF

Potential bias due to
inclusion of controls with
over-representation of GI 
disorders (which, in turn, 
under-estimated coffee 
drinking in controls)
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Selection bias in cross-sectional 
studies
■ Sources:
❑ Bias due to sampling

■ Selection of “survivors” or “prevalent” cases
■ Non-random sampling schemes
■ Volunteer bias
■ Membership bias

❑ Bias due to non-participation
■ Non-response bias
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Can selection bias be “fixed”?
■ Not easy

❑ Best avoided at the design stage; can try hard to retain participants in the 
study

■ Can collect data to ‘estimate’ magnitude/direction of selection bias and 
do sensitivity analysis
❑ e.g., collect data from a sample of non-respondents, and use this to do 

sensitivity analysis
■ Effect estimates can be ‘adjusted’ if selection probabilities are known

Kleinbaum, ActivEpi
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Information 
Bias

@EpiEllie
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Measurement error: a fact of life

■ Measurement error in the ascertainment of:
❑ Exposure
❑ Outcome/disease
❑ Covariates (e.g. confounders)

■ Measurement error leads to misclassification 
bias:
❑ Non-differential misclassification bias 
❑ Differential misclassification bias
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Example: Cumulative incidence of squamous intraepithelial lesions (SIL) among women with a normal Pap 
smear at entry 

(Local cytology in Brazil)

HPV positive

HPV negative

Franco et al., PAJPH 1999; Ludwig-McGill Cohort (Follow-up data as of August 1997)Source: Eduardo Franco, McGill Univ.

Misclassification of exposure in laboratory studies
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HPV positive

HPV negative

Example; Cumulative incidence of SIL among women with a normal Pap smear at entry 
(Review cytology in Montreal)

Franco et al., PAJPH 1999; Ludwig-McGill Cohort (Follow-up data as of August 1997)Source: Eduardo Franco, McGill Univ.



With better tests for HPV, the association between HPV and cervical 
cancer became stronger

28
American Journal of Epidemiology 2010 171(2):164-168; 

“Studies are ordered by year of publication, 
which underscores the transition from 
nonamplified hybridization techniques to 
detect HPV DNA, prevailing in the 1980s, 
to the new era of amplified target detection 
via polymerase chain reaction (PCR) 
protocols. The graph shows that the 
magnitude of the association increased 
substantially, from 2- to 5-fold risk 
increases in the early studies to triple digits 
in the most recent investigations. “
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What is information bias?

■ “Bias in an estimate arising from measurement errors”
■ Porta M. A dictionary of epidemiology. Oxford, 2008.

■ Defining feature:
❑ Information bias occurs at the stage of data collection
❑ Misclassification of exposure and/or outcome status is 

the main source of error, and this, in turn, has the 
potential to bias the effect estimate
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The ideal measurement tool (i.e. a 
diagnostic test) = no misclassification

☻☺

   X                                     Y
Disease No Disease
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Variations in test results

☺ ☻
 Overlap

  Range of Variation in  Disease free 
  Range of Variation in  Diseased 



If we used antibody tests for 
Covid-19, how accurate are they?

32https://www.bmj.com/content/bmj/370/bmj.m2516.full.pdf

The pooled sensitivity of ELISAs measuring IgG or IgM was 84.3%.

Pooled specificities ranged from 96.6% to 99.7%.

https://www.bmj.com/content/bmj/370/bmj.m2516.full.pdf
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Information bias in randomized 
controlled trials
■ Sources:

❑ Lack of blinding can cause detection bias (knowledge of 
intervention can influence assessment or reporting of 
outcomes)
■ Subjects (“participant expectation bias”)
■ Investigators
■ Outcome assessors (“observer bias”)
■ Data analysts

❑ Key issue: how “hard” is the outcome variable?
■ Strong versus “soft” outcomes
■ Blinding is very important for soft outcomes



Vit C and common cold

34
http://www.teachepi.org/resources/bfiles.htm
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Recall bias: example



Recall bias
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a
b

c
d

OR = ad / bc
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Reducing information bias

■ Use the best possible tool to measure exposure and 
outcomes

■ Use objective (“hard”) measures as much as possible
■ Use blinding as often as possible, especially for soft 

outcomes
■ Train interviewers and perform standardization (pilot) 

exercises
■ Use the same procedures for collecting information from 

cases and controls & among exposed and unexposed
■ Collect data on sensitivity and specificity of the 

measurement tool (i.e. validation sub-studies)
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Confounding

@EpiEllie
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Confounding: mixing of effects

■ “Confounding is confusion, or mixing, of 
effects; the effect of the exposure is mixed 
together with the effect of another variable, 
leading to bias” - Rothman, 2002

Rothman KJ. Epidemiology. An introduction. Oxford: Oxford University Press, 2002 

Latin: “confundere” is to mix together
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Example

Association between birth order and Down syndrome 

Source: Rothman 2002 Data from Stark and Mantel (1966) 



43Source: Rothman 2002 

Association between maternal age and Down syndrome 

Data from Stark and Mantel (1966) 



44Source: Rothman 2002 

Association between maternal age and Down syndrome, 
stratified by birth order 

Data from Stark and Mantel (1966) 
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Mixing of Effects: the water pipes analogy

Adapted from Jewell NP. Statistics for Epidemiology. Chapman & Hall, 2003

Exposure Outcome

Confounder

Mixing of effects – cannot separate the effect of exposure from that of confounder

Exposure and disease
share a common cause (‘parent’)
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Mixing of Effects: “control” of the confounder

Adapted from: Jewell NP. Statistics for Epidemiology. Chapman & Hall, 2003

Exposure Outcome

Confounder

Successful “control” of confounding (adjustment)

If the common cause (‘parent’)
is blocked, then the exposure – 
disease association becomes 

clearer (“identifiable”)
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Exposure                         Disease (outcome)

Confounder

So, a confounder is a parent of 
exposure & outcome

E D

C

Szklo M, Nieto JF. Epidemiology: Beyond the basics. Aspen Publishers, Inc., 2000.
Gordis L. Epidemiology. Philadelphia: WB Saunders, 4th Edition. 
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Birth Order                        Down Syndrome

Confounding factor:
Maternal Age

Confounding Schematic

E D

C
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Balding                                 Covid-19

Confounding factor:
Age

Are confounding criteria met?
Association between balding and Covid19
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Counterfactual model explains how 
confounding occurs
■ Ideal “causal contrast” between exposed and 

unexposed groups:
❑ “A causal contrast compares disease frequency 

under two exposure distributions, but in one target 
population during one etiologic time period”

❑ If the ideal causal contrast is met, the observed 
effect is the “causal effect”

Maldonado & Greenland, Int J Epi 2002;31:422-29
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Iexp

Iunexp
Counterfactual, unexposed cohort

Exposed cohort

Ideal counterfactual comparison to determine causal effects

RRcausal = Iexp / 
Iunexp

“A causal contrast compares disease frequency under two exposure distributions, but in one 
target population during one etiologic time period”

Maldonado & Greenland, Int J Epi 2002;31:422-29

“Initial conditions” are identical in 
the exposed and unexposed groups 
– because they are the same 
population!
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Iexp

Iunexp

Counterfactual, unexposed cohort

Exposed cohort

Substitute, unexposed cohort

Isubstitute

What happens actually?

counterfactual state 
is not observed

A substitute will usually be a population other than the target population 
during the etiologic time period  - INITIAL CONDITIONS MAY BE 
DIFFERENT
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Counterfactual, unexposed cohort

Exposed cohort

Substitute, unexposed cohort

“Confounding is present if 
the substitute population 
imperfectly represents what 
the target would have been 
like under the counterfactual 
condition”

“An association 
measure is confounded 
(or biased due to 
confounding) for a 
causal contrast if it does 
not equal that causal 
contrast because of 
such an imperfect 
substitution”

Maldonado & Greenland, Int J Epi 2002;31:422-29

Counterfactual definition of confounding

RRcausal  =/=  RRassoc
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Simulating the counter-factual comparison:
Experimental Studies: RCT

Randomization helps to make the groups “comparable” (i.e. similar 
initial conditions) with respect to known and unknown confounders

Therefore confounding is unlikely at randomization -  time t0

Eligible patients

Treatment

Randomization

Placebo

Outcomes

Outcomes
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Simulating the counter-factual comparison:
Experimental Studies: Cross-over trials

Although cross-over trials come close to the ideal of counterfactual 
comparison, they do not achieve it because a person can be in only 
one study group at a time; variability in other exposures across time 
periods can still introduce confounding (Rothman, 2002)

Eligible patients

Treatment

Randomization

Placebo

Treatment

Placebo
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Simulating the counter-factual comparison: 
Observational Studies

Disease present

Disease absent

Disease present

Disease absent

Exposed

Not exposed

compare rates

PRESENT FUTURE

In observational studies, because exposures are not assigned randomly, 
attainment of exchangeability is impossible – “initial conditions” are likely 
to be different and the groups may not be comparable

Confounding is ALWAYS a concern with observational designs!
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Example: Does male circumcision reduce risk of HIV?

Observational studies had major limitations, especially confounding
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Confounders considered in the Cochrane review

Siegfried N et al. Lancet Infect Dis 2005
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In 2005, first RCT gets published

First RCT showed 
a big effect – 60% 

protection!



60

Randomization resulted in highly comparable 
distribution of potential confounders; so 
confounding is not an issue (at baseline)

First RCT: comparability of the randomized groups
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In 2007, two other RCT confirm the 
first RCT findings
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UNAIDS endorsed 
this intervention in 

2007

Meta-analysis of 3 RCTs in 2008



Control of confounding:

■ Control at the design stage
❑ Randomization
❑ Restriction
❑ Matching

■ Control or ‘adjustment’ at the analysis stage
❑ Conventional approaches

■ Stratified analyses
■ Multivariate analyses
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In our analysis, we adjusted for likely 
confounders, including age, race and 
ethnic group, body-mass index, 
diabetes, underlying kidney disease, 
chronic lung disease, hypertension, 
baseline vital signs, Pao2 :Fio2 , and 
inflammatory markers of the severity 
of illness. Despite this extensive 
adjustment, it is still possible that 
some amount of unmeasured 
confounding remains. 

https://www.nejm.org/doi/pdf/10.1056/NEJMoa2012410?articleTools=true

https://www.nejm.org/doi/pdf/10.1056/NEJMoa2012410?articleTools=true
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